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1 Our Natural Environment 
 
Air pollution can be seen as the result of emissions of man-made, anthropogenic 
trace gases and particles into our environment. 
 
The chemical composition of the current atmosphere differs considerably from the 
chemical composition of the natural atmosphere, as it existed in pre-industrial times.  
This means that, at the moment, nowhere on earth is there natural air, which could 
also be considered clean air.  Our atmosphere is polluted everywhere, which means 
that the chemical composition differs from the pre-industrial situation. 
 
The chemical composition of the natural atmosphere has shown gradual changes as 
long as the earth has existed.  Life started on earth, in the oceans in fact, in an 
atmosphere that hardly contained any oxygen, only about 0.015% against the current 
level of about 21%.  The atmosphere at that moment contained nearly 99% CO2, 
some N2, and only traces of H2O and O2.  Because of the low oxygen level, no 
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stratospheric ozone layer could have been formed.  So, the surface of the earth 
received all the UV-B radiation that is captured these days by the ozone layer.  This 
also explains why life had to start in the oceans, at about 10 m below sea level - a 
depth where the UV-B radiation was substantially lower. 
 
At first, life on earth, which started about 3 billion years ago, was plant-like and with 
the aid of photosynthesis-produced oxygen.  This way, the oxygen level slowly 
increased in the atmosphere.  This increase in oxygen contributed to the 
development of a stratospheric ozone layer, making life on the surface of the earth 
possible, about 400 million years ago.  Although fluctuations may have occurred, for 
example in the oxygen level, with possible maximum values up to 23%, the overall 
chemical composition of the natural atmosphere, as far as we know, has been 
relatively stable over the last 10 million years. 
 
The chemical composition of the pre-industrial/natural global averaged atmosphere 
is shown in table 1: 
 

Table 1.  The chemical composition of the natural atmosphere. 

 Gas % by volume ppm ppm by the year 
2000 

Nitrogen N2 78.1   
Oxygen O2 20.9   
Argon Ar     0.92   
Neon Ne  18.2  
Helium He  5.2  
Krypton Kr  1.14  
Xenon Xe  0.09  
     
Carbon dioxide CO2  280.0 360.0 
Methane CH4  0.750 1.75 
Nitrous oxide  N2O  0.270 0.310 

 
The composition given in table 1 is that of the dry atmosphere.  H2O-vapor has a 
concentration fluctuating between 40 ppm and 40,000 ppm (4%). 
 
The ecosystem “life” created the chemical composition of the atmosphere in which 
this ecosystem can exist, i.e., a chemical composition in which life can sustain.  The 
chemical composition with its high oxygen level is not in chemical equilibrium, but 
this non-equilibrium state can be maintained by life itself. 
 
Based on this fact, James Lovelock developed the Gaia-theory (Gaia, the Greek 
goddess of the earth), [Lovelock (1972, 1979)].  In short, his theory states that the 
earth, including the atmosphere, is a 'living', homeostatic organism.  In contrast, the 
surrounding planets where there is no life, Venus and Mars, have a completely 
different chemical composition, which is in chemical equilibrium (their atmosphere 
contains about 99% CO2, some N2, and nearly no O2 and H2O). 
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In other words, our atmosphere is a very special one, and we should handle it with 
care. 
 
 
2 Air Pollution, Some Definitions 
 
There are several conceivable approaches to define air pollution.  For example, the 
change in the global, chemical composition of the pre-industrial atmosphere, as 
given in Table 1, and which is due to human influence, can be called air pollution; 
all man-made, anthropogenic emissions into the air can be considered air pollution.  
So air pollution - but at a very local scale, not detectable at a global scale - did not 
start until mankind started ‘to play with fire’. 
 
The global increase in the concentrations of CO2, CH4 and N2O (shown in Table 1), 
all greenhouse gases, could, and should be called 'air pollution' in the broad sense, 
even though these species are not toxic for human beings and the ecosystem. 
 
Another approach is to distinguish between the emissions of safe, non-toxic, and 
harmful compounds, and only consider the last as air pollution.  This distinction, 
however, has two clear drawbacks.  About 1940 and even much later, manmade 
emissions of CFCs were considered safe because they are inert in the troposphere.  
However, the decrease of the stratospheric ozone layer has taught us differently.  In 
the same way, CO2 emissions are safe in the sense that they are not toxic, but their 
increase leads – most likely – to a climate change, which in turn will be harmful to 
large parts of the ecosystem. 
 
The second drawback is that natural emissions can also be harmful, such as 
emissions of dioxine caused by a forest fire as a result of lightning.   
 
One anthropogenic influence that has actually decreased “natural” emissions is the 
human intervention to prevent the widespread extent of wildland fires that used to 
exist prior to the 20th century (Barry, 2007).  In the past century, substantial efforts 
were initiated, at least in the United States, to curtail the extent of natural fires due to 
the encroachment of human population in formerly remote areas.  Recently, it has 
been realized that this human intervention has led to adverse effects such as the 
buildup of low-level brush that has led to more extensive fires that are harder to 
control.  In addition, the benefits of wildland fires to maintain the ecosystem in its 
natural state have been compromised.  One way to return closer to the level of 
natural wildfire emissions that existed in pre-industrial times is to conduct prescribed 
burning under controlled conditions to minimize the harmful effects of wildland 
fires while maximizing their benefits.  Even so, the extent of “natural” emissions 
from pre-industrial fires will likely never be realized again because as population 
continues to encroach upon forested areas, there will be human intervention to 
restrict wildfires that would never have occurred in previous centuries.   
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Next to anthropogenic emissions, it is possible to distinguish between natural 
emissions and biogenic emissions. 
 
Natural emissions should be defined as emissions caused by the non-living world, 
such as volcanic emissions, sea-salt emissions, and natural fires. 
 
Biogenic emissions are emissions resulting from the ecosystem, like VOC-emissions 
from forests, and CH4-emissions from swamps.  In principle, natural and biogenic 
emissions lead to the chemical composition of the pre-industrial, natural atmosphere. 
 
The philosophical question [whether manmade emissions should also be considered 
as biogenic, because man is part of the ecosystem] can be retorted by the distinction 
that mankind, by making fires, creates anthropogenic emissions. 
 
Although the distinction in these three categories: anthropogenic, natural, and 
biogenic could be useful, quite a number of intermediate emissions exist.  Examples 
are the NO-emissions by soil bacteria, which is a function of the earlier deposited 
nitrogen on the soil due to anthropogenic emissions of N-compounds or earlier 
deposited manure containing nitrogen.  There is the question of whether or not 
VOC-emissions are due to planting or not planting of trees, and whether or not dust-
emissions are the consequence of paving or not paving sandy roads.  These are such 
intermediate emissions, biogenic or natural, but with a clear human influence. 
 
Although anthropogenic emissions started when man learned to make fire, and the 
air quality, especially the concentrations of fine particles, surpassed air quality 
guidelines in and around the cave dwellings of the Neanderthal man, the impact of 
air pollution has been of a local character for a long time. 
 
In Europe, elevation of concentration levels occurred for the first time in the middle 
ages, resulting in the first laws on air pollution that were often focused on odor 
nuisance around local factories.  Also, burning coal for heating and cooking led to 
air pollution, until well into the last century.  London for example, was 'famous' for 
its fog.  Subsequently, the industrial revolution involved a tremendous increase in 
the use of fossil fuel for thermally-generated power to run factories and later to 
supply electrical power and as a consequence of industrial emissions from smelters, 
petrochemical plants, pulp mills, etc.  Consequently, as from about 1850, a number 
of gases started to increase in concentration, like the gases mentioned in Table 1 - 
CO2, CH4 and N2O – and in addition, for example, sulfate aerosols. 
 
It should be emphasized here that air pollution in the strict sense (‘toxic’) and global 
(climate) change are interrelated phenomena.  Directly, because they often have the 
same emission sources, and more indirectly because species like tropospheric ozone 
and aerosols play a role both in local and regional air quality, as well as in climate 
change. 
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3 Primary and Secondary Pollutants 
 
The main, primary – i.e., directly emitted – gaseous pollutants are the following: 

• Carbon compounds, e.g. CO2, CO, CH4, the VOC's (volatile organic 
compounds) 

• Nitrogen compounds, e.g. N2O, NO, NH3 
• Sulfur compounds, e.g. SO2, H2S 
• Halogen compounds, e.g. chlorides, fluorides, bromides 

 
The main, primary particle pollutants are the following: 

• Particles smaller then 2.5 µm in diameter.  Included are the Aitken nuclei, 
particles smaller than 0.1 µm in diameter, which grow rather fast by 
coagulation to larger particles.  The chemical composition of these 
primary particles is, to a large extent, carbon but also heavy metals as iron, 
zinc, copper, etc., will also be contained in these particles. 

• Particles with a diameter from 2.5 to 10 µm.  These larger particles are 
often composed of sea salt and dust. 

 
Most air pollutants, except the halogen compounds, will be chemically transformed 
in the troposphere by the OH-radical.  The OH-radical is formed in the troposphere 
by photo-dissociation of O3, and subsequent reaction of oxygen with H2O-vapor to 
OH (Levy, 1971).  The OH-radical reacts not with N2, O2, H2O, CO2, but with other 
compounds as CO, CH4, H2, NO, NO2, SO2, NH3.  The OH-radical can be seen as 
the cleansing agent of the atmosphere, since it transforms primary air pollutants into 
secondary pollutants, which are subsequently removed from the atmosphere by dry 
and wet deposition.  In this way the OH-radical determines the atmospheric 
residence time of most compounds in the atmosphere. 
 
The main, secondary – i.e., formed in the atmosphere – gaseous pollutants are: 

• NO2 and HNO3 formed from NO 
• O3 formed through photochemical reactions 

 
The main, secondary particles are: 

• Sulfate aerosols formed from SO2, and Nitrate aerosols formed from NO2 
followed by the reaction with NH3 to form ammonium (bi) sulfate and 
ammonium nitrate. 

• Organic aerosols formed from gaseous organic compounds. 
 
These secondary particles consist mainly of small particles with a diameter less than 
2.5 µm. 
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4 A Short History of Air Pollution Modeling 
 
Air pollution modeling is an attempt to describe the causal relation between 
emissions, atmospheric concentrations, and deposition.  Air pollution 
measurements give quantitative information about concentrations and deposition, 
but they can only give the levels at specific locations.  In principle, air pollution 
modeling can give a more complete and consistent description, including an 
analysis of the causes - emissions sources, meteorological processes, physical and 
chemical transformations - that have led to these concentrations/deposition.  
 
Air pollution models play an important role in science, because of their capability 
to assess the importance of the relevant processes.  Air pollution models are the 
only method that quantifies the relationship between emissions and 
concentrations/depositions, including the consequences of future scenarios and 
the determination of the effectiveness of abatement strategies. 
 
The concentrations of species in the atmosphere are determined by transport and 
diffusion.  This means that in considering the history of air pollution modeling, 
some remarks should be made concerning transport and diffusion.  Transport 
phenomena, characterized by the mean velocity of the fluid, have been measured 
and studied for centuries.  For example, the average wind was studied for sailing 
purposes.  The study of diffusion (turbulent motion) is more recent.  Although 
turbulent motions have been observed from the moment people looked at rivers 
and streams, one could mention Reynolds’ paper in 1895 as the scientific starting 
point for the formulation of the famous criterion for laminar-to-turbulent flow 
transition in pipes. 
 
One of the first articles in which turbulence in the atmosphere is mentioned, was 
published by Taylor (1915).  In later years, he developed the ‘Taylor-theory of 
turbulent diffusion’, Taylor (1921).  In this theory, it is shown that the diffusion 
from a point source can only be described with a constant eddy diffusivity, K, for 
travel times, which are much larger than the turbulent integral time scale, the so-
called diffusion limit.  For smaller time-scales the effective turbulent diffusivity is 
proportional to the travel time. 
 
Until about 1950, a number of studies were performed on the subject of diffusion 
in the atmosphere (Richardson and Proctor, 1925; Sutton, 1932; Bosanquet, 1936; 
Church, 1949; Thomas et al., 1949; Inoue, 1950; Batchelor, 1950).  Already, the 
paper by Richardson considered long-range aspects; up to over 80 km. Bosanquet 
is one of the first who published about the impact of chimney plumes.  A paper by 
Chamberlain (1953) already considered the deposition of aerosols. 
 
4.1 Modeling of Point Sources 
 
The study of the dispersion from low and high level point sources, especially 
experimental, was a major topic shortly after 1955.  Papers on this subject 
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appeared by Smith (1957), Gifford (1957 a, b), Hay and Pasquill (1957), Record 
and Cramer (1958) and Haugen (1959) both devoted to the Prairie grass 
experiment, Stewart et al. (1958), Monin (1955, 1959), Ogura (1959).  Perhaps 
the first paper on this subject was by Roberts (1923). 
 
The publication by Pasquill ‘Atmospheric Diffusion’, which appeared in 1962, 
was a major milestone in summarizing the work performed until that moment.  It 
illustrates that air pollution modeling around the beginning of the sixties was 
focused on local dispersion phenomena, mainly from point sources with SO2 as 
major component in the application studies. 
 
The Gaussian plume model was formulated, in which the horizontal and vertical 
spread of the plume was determined experimentally.  Tables appeared with the 
famous Pasquill-Gifford sigma-values in the horizontal and vertical direction, and 
as a function of the atmospheric stability ranging from very stable, class F, up to 
very unstable, class A.  The experimental sigma values are in their functions with 
distance from the source in reasonable agreement with the Taylor-theory.  The 
differences are caused by the fact that the Taylor-theory holds for homogeneous 
turbulence, which is not the case in the atmosphere. 
 
In the sixties, the studies concerning dispersion from a point source continued and 
were broadening in scope.  Major studies were performed by Högstrom (1964), 
Turner (1964), Briggs (1965) - the famous plume-rise formulas -, Moore (1967), 
Klug (1968).  The use and application of the Gaussian plume model spread over 
the whole globe, and became a standard technique in every industrial country to 
calculate the stack height required for permits, see for example Beryland (1975) 
who published a standard work in Russian.  The Gaussian plume model concept 
was soon applied also to line and area-sources.  Gradually, the importance of the 
mixing height was realized (Holzworth, 1967, Deardorff, 1970, 1972) and its 
major influence on the magnitude of ground level concentrations. 
 
The basic concepts of predicting ground-level concentrations from stack 
emissions involved the variables listed below. 

• Wind direction determines the trajectory of the emissions.  Complications 
with this variable are that the wind direction varies with height and 
location, especially in stable conditions when the atmosphere is not well 
mixed.  It is also well known that the validity of straight-line Gaussian 
plume models are limited to the degree of the wind persistence and other 
meteorological variables as a function of plume travel time. 

• Wind speed affects both the plume rise of buoyant emissions (by affecting 
the rate of ambient air entrainment and source effects such as building and 
stack downwash) and the dilution of the emissions with ambient air.  It is 
also well known that wind speeds generally increase with height due to 
frictional effects near the ground, but there can be challenges in simulating 
the vertical and horizontal changes of wind speed, similar to the wind 
direction challenges. 
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• The ambient temperature affects the rise of buoyant plumes in that the 
entrainment of ambient air into plumes will reduce their buoyancy with 
time.  “Final” plume rise is considered to be reached when the vertical 
velocity associated with plume buoyancy is comparable to vertical wind 
fluctuations in the atmosphere. 

• The stability of the atmosphere was, in the early era of Gaussian models, 
expressed as classes that ranged from 1 (very unstable) through 4 (neutral) 
and to 7 (very stable).  The discrete stability classes were determined 
through several methods, including the Turner (1964) method based upon 
wind speed, solar elevation, and cloud cover, as well as alternative 
methods described in the United States Environmental Protection Agency 
(USEPA) document, Meteorological Monitoring Guidance for Regulatory 
Modeling Applications (2000).  These alternative methods involve use of 
site-specific turbulence and wind data, as well as solar radiation, wind 
speed, and vertical temperature difference data.  The specification of a 
stability class allowed Gaussian dispersion models to assign rates of plume 
dispersion in the vertical and horizontal, as well as to determine plume rise 
formulas. 

• The mixing height is the height above the surface through which relatively 
vigorous mixing occurs.  Early Gaussian dispersion models only 
considered limits to mixing in convective conditions, as defined by the 
height of a temperature inversion aloft.  This variable was used in 
Gaussian models to determine a depth within which an emitted plume was 
trapped and into which it would eventually mix thoroughly after sufficient 
travel time.  However, plumes emitted above the mixed layer height could 
be assumed not to be entrained within the mixed layer, and therefore not 
affect ground-level pollutant concentrations. 

 
In addition to these plume modeling concepts, atmospheric scientists (e.g., Turner, 
1969 and Pasquill, 1976) categorized six types of plume behavior visible under 
various conditions of stable and unstable conditions.  The plume types were referred 
to as “looping”, “coning”, fanning”, “lofting”, “fumigation”, and “trapping”.  Early 
Gaussian dispersion models were designed to simulate these effects through 
appropriate combinations of the variables described above as incorporated into 
dispersion modeling schemes.  A review of the air pollution modeling papers 
published in the sixties and seventies indicates that these papers appear to be 
mainly written by meteorologists, specialized in boundary layer meteorology and 
atmospheric turbulence.  These studies focused often on the effect of atmospheric 
stability on plume spread.  During the next decade, besides research on local 
dispersion (for a good overview, see Nieuwstadt and van Dop, 1982), the spatial 
scale of air pollution modeling increased substantially. 
 
In the period after 1980 to the present time (2009), additional enhancements were 
made to steady-state Gaussian models.  Major developments in an improved 
understanding of the planetary boundary layer (PBL) began in the 1970s, as 
described by Venkatram (1978, 1980), Wyngaard (1988), Izumi (1971), Dyer 
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(1979), van Ulden and Holtslag (1985), Businger (1973), Panofsky et al. (1977, 
1984), and Kaimal et al. (1976).  One milestone involved numerical simulations by 
investigators Deardorff and Willis (see 1975, 1978, and 1981 papers), revealing the 
convective boundary layer’s (CBL’s) vertical structure and important turbulence 
scales.  Insights into dispersion followed from laboratory experiments, numerical 
simulations, and field observations (Briggs 1973, 1984, and 1988; Lamb 1982; Weil 
1988a,b).  For the stable boundary layer (SBL), advancements occurred more 
slowly.  However, a sound theoretical/experimental framework for surface layer 
dispersion and approaches for elevated sources existed by the mid-1980s (Briggs 
1988; Venkatram 1988).  
 
Advances in Gaussian models using stability classes were made in the USA with the 
Rough Terrain Diffusion Model (Paine and Egan, 1987), improvements in the 
Industrial Source Complex Model (USEPA, 1995a,b), and AUSPLUME in 
Australia (EPA Victoria, 2004). 
 
The changes to the earlier straight-line Gaussian models brought about by 
application of the considerable research noted above were as follows, as described 
by Weil, 1985): 

• Discrete stability classes were replaced by continuous functions of similarity 
scaling parameters such as the friction velocity (u*), the convective velocity 
scale (w*), and the Monin-Obukhov length (L). 

• Variables such as wind direction and speed, temperature, and turbulence 
were scaled with height using available on-site measurements and enhanced 
with boundary-layer concepts. 

• Mixing heights were generalized into both convective and mechanical 
(shear-induced) components. 

• Source effects such as building downwash were improved with 
developments such as the PRIME model (Schulman et al., 2000). 

• Plume interactions with terrain were advanced with the concept of the 
dividing streamline height in models such as CTDMPLUS (Perry et al., 
1989; Perry, 1992). 

 
Starting in the 1980s, researchers began to apply this information to applied 
dispersion models.  These included eddy-diffusion techniques for surface releases, 
statistical theory and PBL scaling for dispersion parameter estimation, and a new 
probability density function (PDF) approach for the CBL.  Much of this work was 
reviewed and promoted in workshops (Weil, 1985), revised texts (Pasquill and 
Smith, 1983), and in short courses and monographs (Nieuwstadt and van Dop, 1982; 
Venkatram and Wyngaard, 1988).  By the mid- to late 1980s, new applied dispersion 
models had been developed, including the Power Plant Siting Program (PPSP) 
model (Weil and Brower, 1984), Second-Order Closure Integrated Puff (SCIPUFF) 
(Sykes et al., 1998), Operationelle Meteorologiske Luftkvalitetsmodeller (OML) 
(Berkowicz et al., 1986), Hybrid Plume Dispersion Model (HPDM) (Hanna and 
Paine, 1989), Multiple Source Dispersion Algorithm Using On-Site Turbulence Data 
(TUPOS) (Turner et al., 1986), and the Complex Terrain Dispersion Model Plus 
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Algorithms for Unstable Situations (CTDMPLUS) (Perry et al. 1989); later, the 
Advanced Dispersion Modeling System (ADMS), developed in the United Kingdom 
(Carruthers et al. 1992; CERC, 2004), was added as well. 
 
In February 1991, the U.S. Environmental Protection Agency (USEPA) in 
conjunction with the American Meteorological Society (AMS) formed the AMS and 
EPA Regulatory Model (AERMOD) Improvement Committee (AERMIC), with the 
purpose of incorporating scientific advances from the 1970s and 1980s into a state-
of-the-art Gaussian dispersion model for regulatory applications.  AERMIC’s early 
efforts are described by Weil (1992).  To improve PBL parameterizations, other 
concerns such as plume interaction with terrain, surface releases, building downwash 
(PRIME model; Schulman et al., 2000), and urban dispersion were addressed.  
These efforts resulted in AERMOD (Cimorelli et al., 2005 and Perry et al., 2005), 
which was adopted as a recommended short-range dispersion model by the 
USEPA in late 2005. 
 
4.2 Air Pollution Modeling at Urban and Larger Scales 
 
Shortly after 1970, scientists began to realize that air pollution was not only a 
local phenomenon.  It became clear - firstly in Europe - that the SO2 and NOx 
emissions from tall stacks could lead to acidification at large distances from the 
sources.  It also became clear - firstly in the US - that ozone was a problem in 
urbanized and industrialized areas.  And so it was obvious that these situations 
could not be tackled by simple Gaussian-plume type modeling. 
 
Two different modeling approaches were followed, Lagrangian modeling and 
Eulerian modeling.  In Lagrangian modeling, an air parcel is followed along a 
trajectory, and is assumed to keep its identity during its path.  In Eulerian 
modeling, the area under investigation is divided into grid cells, both in vertical 
and horizontal directions. 
 
Lagrangian modeling, directed at the description of long-range transport of sulfur, 
began with studies by Rohde (1972, 1974), Eliassen and Saltbones (1975) and 
Fisher (1975).  The work by Eliassen was the start for the well-known EMEP-
trajectory model which has been used over the years to calculate trans-boundary 
air pollution of acidifying species and later, photo-oxidants.  Lagrangian modeling 
is often used to cover longer periods of time, up to years. 
 
The simulation of long-range transport as well as short-range transport in complex 
wind situations from individual sources was improved with the development of 
Lagrangian puff models such as CALPUFF (users guide - Scire et al., 2000) and the 
Second-Order Closure Integrated Puff (SCIPUFF) (Sykes et al., 1998; Santos et 
al., 2000).  These models have a meteorological pre-processor as well as a 
dispersion module, and were specifically suited for the transport and dispersion of 
individual stack emissions for long distances.  These models treat source 
emissions as being broken up into a series of puff releases.  The puffs are 
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advected throughout the modeling domain by the wind fields generated using the 
meteorological preprocessor (or supplied directly from mesoscale modeling 
output, such as MM5).  Concentrations at user-specified receptors are computed 
by adding the contributions of all of the puffs currently in the modeling domain 
during each model time step (which can be a fraction of an hour).  Puffs are 
grown and diluted using various dispersion formulas, and can be broken into 
smaller puffs if they become large and are subject to significant shears. 
 
These models are useful for long-range transport issues as well as near-field 
impacts in special situations such as: 

• Complex flows/dispersion effects 
• Coastal zones 
• Complex terrain 
• Inhomogeneity in surface conditions/dispersion rates 
• Plume fumigation, inversion breakup 
• Calm and near-calm wind conditions. 

 
Eulerian modeling began with studies by Reynolds et al. (1973) for ozone in 
urbanized areas, with Shir and Shieh (1974) for SO2 in urban areas, and Egan et 
al. (1976) and Carmichael and Peters (1979) for regional scale sulfur.  From the 
modeling studies by Reynolds on the Los Angeles basin, the well-known Urban 
Airshed Model-UAM originated.  Eulerian modeling, in these years, was used 
only for specific episodes of a few days. 
 
So in general, Lagrangian modeling was mostly performed in Europe, over large 
distances and longer time-periods, and focused primarily on SO2.  Eulerian grid 
modeling was predominantly applied in the US, over urban areas and restricted to 
episodic conditions, and focused primarily on O3.  Also hybrid approaches were 
studied, as well as particle-in-cell methods (Sklarew et al., 1971).  Early papers on 
both Eulerian and Lagrangian modeling are by Friedlander and Seinfeld (1969), 
Eschenroeder and Martinez (1970) and Liu and Seinfeld (1974). 
 
A comprehensive overview of long-range transport modeling in the seventies was 
presented by Johnson (1980). 
 
Recent advances in “whole atmosphere models” have produced state-of-the-art 
photochemical models capable of simulating ozone, regional haze, and fine 
particulate impacts of thousands of sources distributed over large regions.  These 
models include CMAQ (Byun and Ching, 1999), CAMx (Morris et al., 2004), and 
TAPM (Hurley, 2005).  Similar to the Lagrangian models mentioned above, these 
models employ a meteorological pre-processor.  They also require extensive 
emissions preprocessing in order to appropriately characterize the numerous 
chemical constituents used in the model.  The models employ advanced gas phase 
chemistry mechanisms in its computations.  They also generally have 
sophisticated post-processors and graphical user interfaces to facilitate display 
and interpretation of the modeling results. 
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The next, obvious step in scale is global modeling of earth’s troposphere.  The 
first global models were 2-D models, in which the global troposphere was 
averaged in the longitudinal direction (see Isaksen and Rohde, 1978).  The first, 3-
D, global models were developed by Peters and Jouvanis (1979) (see also 
Zimmermann, 1988). 
 
In the period after 2000, operational weather prediction models were linked with 
integrated models such as HYSPLIT (ARL, 2009).  As noted by the model 
documentation, the HYSPLIT (HYbrid Single-Particle Lagrangian Integrated 
Trajectory) model is a complete system for computing simple air parcel 
trajectories to complex dispersion and deposition simulations.  The dispersion of a 
pollutant is calculated by assuming either puff or particle dispersion.  The model's 
default configuration assumes a puff distribution in the horizontal and particle 
dispersion in the vertical direction.  In this way, the greater accuracy of the 
vertical dispersion parameterization of the particle model is combined with the 
advantage of having an ever-expanding number of particles represent the pollutant 
distribution.  
 
In general, Lagrangian particle models are like Lagrangian puff models except 
that they treat emissions as numerous particles that are moved in time by a mean 
wind and a random (Monte Carlo) turbulent component.  The concentration in a 
model grid box is determined by counting the number of particles that are in the 
box at any given time. 
 
There are other modeling approaches used for specialized applications.  A partial 
list is provided below. 

• Dispersion models suitable for heavy gas releases are needed to account 
for near-field slumping and spreading of accidental releases of a heavy 
gas.  The alternative model area at USEPA’s web site at 
www.epa.gov/scram001 lists some of these models. 

• Computational fluid dynamics (CFD) models incorporate complex wind 
flow models with very small grid sizes (on the order of 1 m) and small 
times steps (on the order of 1 s) so that small-scale turbulence effects can 
be resolved by the model.  They are useful for complex flows with 
complicated structures that are not readily accommodated by larger-scale 
routine models.  The models are highly computer intensive and are 
generally limited to case studies rather than extensive time simulations.   

• Wind tunnel models are also useful for studying complex geometries that 
are not amenable to conventional modeling approaches.  Although many 
controlled experiments can be conducted by this technique, it is difficult to 
simulation stable or unstable boundary layers in a wind tunnel.  In 
addition, artificial boundary conditions are required due to the finite size 
of the wind tunnel.   

 
 

http://www.epa.gov/scram001
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5 Air Pollution Modeling Guidelines 
 
Many countries have their unique ambient standards and have issued guidelines 
for approved modeling procedures.  These standards and modeling guidelines are 
subject to change.  The bulleted items below provide selected web sites for 
information as of early 2010. 

• World Bank International Finance Corporation environmental guidelines 
are available at: 
http://www.ifc.org/ifcext/sustainability.nsf/Content/EnvironmentalGuidelines. 

• United States modeling guidance: www.epa.gov/scram001.  This site also 
has a link to individual state websites.  It also lists alternative models, 
some of which were developed in other countries. 

• United States national ambient air quality standards: 
http://www.epa.gov/ttn/naaqs/ 

• Canadian air quality standards are available at http://www.hc-
sc.gc.ca/ewh-semt/air/out-ext/reg-eng.php.  Modeling guidance is issued 
by individual provinces (e.g., Ontario, Alberta, and British Columbia). 

• Mexican air quality standards are compared to USA standards at 
http://www.epa.gov/ttncatc1/cica/airq_e.html. 

• European air quality standards are provided at 
http://ec.europa.eu/environment/air/quality/standards.htm.  Databases on 
European emissions and monitoring are available through 
http://www.eea.europa.eu/themes/air.  

• Various European countries use different dispersion modeling approaches.  
However, “Guidance on the use of models for the European air quality 
Directive” issued by the Forum for Air Quality Modelling in Europe 
(FAIRMODE) is meant to “provide a harmonised focus for modelling 
activities that are relevant to the Air Quality Directive”.  This document is 
available at: 
http://fairmode.ew.eea.europa.eu/fol404948/Model_guidance_document_v5_1a.pdf/download. 

• Australia’s air quality and emission standards are available at 
http://www.environment.gov.au/atmosphere/airquality/standards.html.  
Individual Australian states have established their own modeling 
procedures, which are available on their respective web sites. 

• New Zealand has a guideline for atmospheric dispersion modeling 
available at http://www.mfe.govt.nz/publications/air/atmospheric-
dispersion-modelling-jun04/html/page11.html.  

 
 
References 
 
Air Resources Laboratory, 2009, HYSPLIT - Hybrid Single Particle Lagrangian Integrated Trajectory 
Model.  http://ready.arl.noaa.gov/HYSPLIT.php.  
 
Barry, A., 2007, Forest Policy Up in Smoke: Fire Suppression in the United States.  Property and 
Environment Research Center.  Available at: 
www.perc.org/pdf/Forest%20Policy%20Up%20in%20Smoke.pdf. 

 

http://www.ifc.org/ifcext/sustainability.nsf/Content/EnvironmentalGuidelines
http://www.epa.gov/scram001
http://www.epa.gov/ttn/naaqs/
http://www.hc-sc.gc.ca/ewh-semt/air/out-ext/reg-eng.php
http://www.hc-sc.gc.ca/ewh-semt/air/out-ext/reg-eng.php
http://www.epa.gov/ttncatc1/cica/airq_e.html
http://ec.europa.eu/environment/air/quality/standards.htm
http://www.eea.europa.eu/themes/air
http://fairmode.ew.eea.europa.eu/fol404948/Model_guidance_document_v5_1a.pdf/download
http://www.environment.gov.au/atmosphere/airquality/standards.html
http://www.mfe.govt.nz/publications/air/atmospheric-dispersion-modelling-jun04/html/page11.html
http://www.mfe.govt.nz/publications/air/atmospheric-dispersion-modelling-jun04/html/page11.html
http://ready.arl.noaa.gov/HYSPLIT.php
http://www.perc.org/pdf/Forest Policy Up in Smoke.pdf


14 Air Quality Modeling – Vol. IV 

Batchelor, G.K., 1950, The application of the similarity theory of turbulence to atmospheric diffusion.  
Quart. J.R.Met.Soc. 76:133. 
 
Berkowicz, R., J. R. Olesen, et al., 1986, The Danish Gaussian air pollution model (OLM): 
Description, test and sensitivity analysis, in view of regulatory applications.  Air Pollution Modeling 
and Its Application.  V. C. De Wispelaire, F. A. Schiermeier and N. V. Gillani.  New York, Plemum: 
453-481. 
 
Beryland, M.Y., 1975, Contemporary problems of atmospheric diffusion and pollution of the 
atmosphere.  Gidrometezdat, Leningrad, translated into English by NERC, USEPA. 
 
Bosanquet, C.H., and Pearson, J.L., 1936, The spread of smoke and gases from chimneys.  Trans. 
Faraday Soc. 32:1249. 
 
Briggs, G.A., 1965, A plume rise model compared with observations.  J.Air Poll. Control Association 
15:433. 
 
Briggs, G. A., 1973, Diffusion estimation for small emissions.  Air Resources Atmospheric 
Turbulence and Diffusion Laboratory, Environmental Research Laboratory, NOAA, 1973 Annual 
Rep. ATDL-79, 59 pp. 
 
Briggs, G.A., 1984, Plume rise and buoyancy effects.  Atmospheric Science and Power Production, D. 
Randerson, Ed. U.S. Department of Energy, 327–366. 
 
Briggs, G.A., 1988, Analysis of diffusion field experiments.  Lectures on Air Pollution Modeling, A. 
Venkatram and J. C. Wyngaard, Eds., Amer. Meteor. Soc., 63–117. 
 
Businger, J. A., 1973, Turbulent transfer in the atmospheric surface layer.  Workshop on 
Micrometeorology, D. A. Haugen, Ed., Amer. Meteor. Soc., 67–100. 
 
Byun, D.W. and J.K.S. Ching, 1999, Science Algorithms of the EPA Models-3 Community 
Multiscale Air Quality (CMAQ) Modelling System, U.S. Environmental Protection Agency, Research 
Triangle Park, NC.  EPA/600/R-99/030. 
 
Carmichael, G.R., and Peters, L.K., 1979, Numerical simulation of the regional transport of SO2 and 
sulfate in the eastern United States.  Proc. 4th Symp. on turbulence, diffusion and air pollution, AMS 
337. 
 
Carruthers, D.J., R.J. Holroyd, J.C.R. Hunt, W.S. Weng, A.G. Robins, D.D. Apsley, D.J. 
Thomson, and F.B. Smith, 1992, UK-ADMS – a New Approach to Modelling Dispersion in the 
Earth’s Atmospheric Boundary Layer.  In Proceedings of the Workshop: Objectives for Next 
Generation of Practical Short-Range Atmospheric Dispersion Models, May 6-8, 192, Riso, 
Denmark, pp. 143-146.  (1992) 

CERC, 2004, ADMS 3 User Guide: Version 3.2, Cambridge Environmental Research Consultants, 
Ltd.  (available at http://www.cerc.co.uk/software/pubs/ADMS%203%20User%20Guide.pdf) 
 
Chamberlain, A.C., 1953, ‘Aspects of travel and deposition of aerosol and vapour clouds’ A.E.R.E., 
HP/R 1261, H.M.S.O. 
 
Church, P.E., 1949, Dilution of waste stack gases in the atmosphere.  Ind.Eng. Chem. 41:2753. 
 
Cimorelli, A.J., S.G. Perry, A. Venkatram, J.C. Weil, R.J. Paine, R.B. Wilson, R.F. Lee, W.D. Peters, 
and R.W. Brode, 2005, AERMOD: A Dispersion Model for Industrial Source Applications.  Part I: 
General Model Formulation and Boundary Layer Characterization’.  Journal of Applied Meteorology, 
44, 682-693.  American Meteorological Society, Boston, MA. 

http://www.cerc.co.uk/software/pubs/ADMS 3 User Guide.pdf


1   The Problem – Air Pollution  15 

Deardorff, J.W., 1970, Convective velocity and temperature scales for the unstable planetary 
boundary layer and for Rayleigh convection.  J. Atm. Sci. 27, 1211-1213. 
 
Deardorff, J.W., 1972, Numerical investigation of neutral and unstable planetary boundary layers.  J. 
Atmos. Sci., 29, 91–115. 
 
Deardorff, J.W., and Willis, G.E., 1975, A parameterization of diffusion into the mixed layer.  J. Appl. 
Met, 14:1451. 
 
Dyer, A. J., 1974, A review of flux-profile relationships.  Bound.-Layer Meteor., 7, 363–372. 
 
Egan, B.A., Rao, K.S., and Bass, A., 1976, A three dimensional advective-diffusive model for long-
range sulfate transport and transformation.  7th ITM, 697, Airlie House. 
 
Eliassen, A., and Saltbones, J., 1975, Decay and transformation rates of SO2 as estimated from 
emission data, trajectories and measured air concentrations.  Atm. Env. 9:425. 
 
EPA Victoria, 2004, AUSPLUME Gaussian Plume Dispersion Model: Technical User Manual.  
Environment Protection Authority of Victoria, Australia.  
 
Eschenroeder, A.Q. and J.R. Martinez, 1970, “Mathematical Modeling of Photochemical Smog”, 
American Institute Aeronautics and Astronautics (Proceedings), Eight Aerospace Sciences Meeting, 
New York, Jan 19-21. 
 
Fisher, B.E.A., 1975, The long-range transport of sulfur dioxide.  Atm.Env. 9,: 1063. 
 
Friedlander, S.K. and J.H. Seinfeld, 1969, A Dynamic Model of Photochemical Smog.  Environ. 
Science Technol., 3, 1175. 
 
Gifford, F.A., 1957a, Relative atmospheric diffusion of smoke plumes.  J. Met. 14:410. 
 
Gifford, F.A., 1957b, Further data on relative atmospheric diffusion.  J. Met. 14:475. 
 
Hanna, S.R. and R.J. Paine, 1989, Hybrid Plume Dispersion Model (HPDM) Development and 
Evaluation.  J.  Appl. Meteor., 28, 206-224. 

Haugen, D.A., 1959, Project Prairie Grass, a field programme in diffusion.  Geographical research 
paper 59, vol III, G.R.D.A.F.C., Bedford, Mass. 
 
Hay, J.S., and Pasquill, F., 1957, Diffusion from a fixed source at a height of a few hundred feet in the 
atmosphere.  J. Fluid Mech. 2:299. 
 
Hicks, B. B., 1985, Behavior of turbulent statistics in the convective boundary layer.  J. Climate Appl. 
Meteor., 24, 607–614. 
 
Högstrom, U., 1964, An experimental study on atmospheric diffusion.  Tellus, 16:205. 
 
Holzworth, G.C., 1967, Mixing depth, wind speed and air pollution potential for selected locations in 
the U.S.A. J.Appl.Met. 6:1039. 
 
Hurley, P. 2005, The Air Pollution Model (TAPM) Version 3.  User Manual.  CSIRO Atmospheric 
Research Internal Paper No. 31 (available at http://www.cmar.csiro.au/eprint/open/hurley_2005e.pdf). 
 
Inoue, E., 1950, On the turbulent diffusion in the atmosphere.  J.Met.Soc. Japan, 28:13. 
 

http://www.cmar.csiro.au/eprint/open/hurley_2005e.pdf


16 Air Quality Modeling – Vol. IV 

Isaksen, I.S.A., and Rohde, H., 1978, A two-dimensional model for the global distribution of gases 
and aerosol particles in the troposphere.  Rep. AC-47, Dep. of Meteor. Univ Stockholm, Sweden. 
 
Izumi, Y., 1971, Kansas 1968 Field Program data report.  Air Force Cambridge Research Laboratory, 
No. 379, AFCRL-72-0041, 79 pp. 
 
Johnson, W.B., 1980, Interregional exchange of air pollution: model types and applications.  10 th 
ITM, 3, Amsterdam. 
 
Kaimal, J. C., J. C. Wyngaard, D. A. Haugen, O. R. Cote, Y. Izumi, S. J. Caughey, and C. J. Readings, 
1976, Turbulence structure in the convective boundary layer.  J. Atmos. Sci., 33, 2152–2169. 
 
Lamb, R.G. and J.H. Seinfeld, 1973, Mathematical modeling of urban air pollution - General theory.  
Envir. Sci. Technol., 7, 253-261. 
 
Lamb, R. G., 1982, Diffusion in the convective boundary layer.  Atmospheric Turbulence and Air 
Pollution Modelling, F. T. M. Nieuwstadt and H. van Dop, editors, D. Reidel. 
 
Levy, H., 1971, Normal atmosphere: large radical and formaldehyde concentrations predicted.  
Science, 173:141. 
 
Liu, M.K. and J.H. Seinfeld, 1974, On the Validity of Grid and Trajectory Models of Urban Air 
Pollution, Atmos. Environ., 9, 555-574. 
 
Lovelock, J.E., 1972, Gaia as seen through the atmosphere.  Atm. Env. 6, 579. 
 
Lovelock, J.E., 1979.  Gaia, a new look at life on earth.  Oxford Univ. Press. 
 
Monin, A.S., 1955, The equation of turbulent diffusion.  Dokl. Akad. Naak., 105, 256. 
 
Monin, A.S., 1959, Smoke propagation in the surface layer of the atmosphere.  Atmospheric diffusion 
and air pollution, ed. Frenkiel and Sheppard, advances in Geophysics, 6:331, Academic Press. 
 
Moore, D.J., 1967, Physical aspects of plume models.  Atm.Env. 1:411. 
 
Morris, R., G. Yarwood, C. Emery, and B. Koo, 2004, Development and Application of the CAMx 
Regional One-Atmospheric Model to Treat Ozone, Particulate and Visibility, Air Toxics, and 
Mercury.  Presented at the 97th Annual Meeting and Exhibition of the Air & Waste Management 
Association, Indianapolis, IN USA.  
 
New Zealand Ministry for the Environment, 2004, Good Practice Guide for Atmospheric Dispersion 
Modelling, Reference No. ME522, (available at http://www.mfe.govt.nz/publications/air/atmospheric-
dispersion-modelling-jun04/index.html). 
 
Ogura, Y., 1959, Diffusion from a continuous source in relation to a finite observation interval.  
Atmospheric diffusion and air pollution, ed. Frenkiel and Sheppard, advances in Geophysics 6,149, 
Academic Press. 
 
Paine, R.J. and B.A. Egan, 1987, User’s Guide to the Rough Terrain Diffusion Model (RTDM), (Rev. 
3.20).  NTIS # PB88-171467/REB.  U.S. Environmental Protection Agency, Research Triangle Park, 
NC. 
 
Panofsky, H. A., and J. A. Dutton, 1984, Atmospheric Turbulence: Models and Methods for 
Engineering Applications.  John Wiley and Sons, 417 pp. 
 

http://www.mfe.govt.nz/publications/air/atmospheric-dispersion-modelling-jun04/index.html
http://www.mfe.govt.nz/publications/air/atmospheric-dispersion-modelling-jun04/index.html


1   The Problem – Air Pollution  17 

Panofsky, H. A, H. Tennekes, D. H. Lenschow, and J. C. Wyngaard, 1977, The characteristics of 
turbulent velocity components in the surface layer under convective conditions.  Bound.-Layer 
Meteor., 11, 355–361. 
 
Pasquill, F., 1962, Atmospheric diffusion.  Van Nostrand, New York. 
 
Pasquill, F., 1976, Atmospheric dispersion parameters in Gaussian plume modeling—Part III: 
Possible requirements for change in the Turner’s Workbook values.  U.S. Environmental Protection 
Agency Rep. EPA-600/4-76-030B, 53 pp. 
 
Pasquill, F., and F. R. Smith, 1983, Atmospheric Diffusion.  John Wiley and Sons, 440 pp. 
 
Perry, S.G., D.J. Burns, L.H. Adams, R.J. Paine, M.G. Dennis, M.T. Mills, D.J. Strimaitis, R.J. 
Yamartino, and E.M. Insley, 1989, User’s Guide to the Complex Terrain Dispersion Model Plus 
Algorithms for Unstable Situations (CTDMPLUS) Volume I: Model Description and User 
Instructions.  EPA-600/8-89-041.  U.S. Environmental Protection Agency, Research Triangle 
Park, NC (NTIS PB89-181424).  (1989) 

Perry, S. G., 1992, CTDMPLUS: A dispersion model for sources near complex topography.  Part 
I: Technical formulations.  J. Appl. Meteor., 31, 633–645.  

Perry, S.G., A. Cimorelli, J. C. Weil, A. Venkatram, R. J. Paine, R. B. Wilson, R. F. Lee, and W. D. 
Peters, 2005, AERMOD: A dispersion model for industrial source applications.  Part II: Model 
performance against seventeen field-study databases.  J. Appl. Meteor., 44, 694–708. 
 
Peters, L.K., and Jouvanis, A.A., 1979, Numerical simulation of the transport and chemistry of CH4 
and CO in the troposphere.  Atm.Env. 13:1443. 
 
Record, F.A., and Cramer, H.E., 1958, Preliminary analysis of Project Prairie grass diffusion 
measurements.  J.Air Poll.Cont.Ass., 8:240.  
 
Reynolds, S., Roth, P., and Seinfeld, J., 1973, Mathematical modeling of photochemical air pollution.  
Atm.Env, 7. 
 
Reynolds, O., 1895, On the dynamical theory of incompressible viscous fluids and the determination 
of the criterion.  Phil. Transactions of the Royal Soc. of London. series A, 186:123. 
 
Richardson, L.F., and Proctor, D., 1925, Diffusion over distances ranging from 3 to 86 km. Memoirs 
of the R.Met. Soc, vol 1:1. 
 
Roberts, O.F.T., 1923, The theoretical scattering of smoke in a turbulent atmosphere.  Proc. Roy. Soc. 
A, 104, 640. 
 
Rohde, H., 1972, A study of the sulfur budget for the atmosphere over northern Europe.  Tellus, 
24:128. 
 
Rohde, H., 1974, Some aspects of the use of air trajectories for the computation of large scale 
dispersion and fallout patterns.  Adv. in Geophysics, 18B: 95, Academic Press. 
 
Santos, L., R. I. Sykes, P. Karamchandani, C. Seigneur, F. Lurmann, R. Arndt, and N. Kumar, 
2000, Second-Order closure integrated puff (SCIPUFF) model with gas and aqueous phase 
chemistry and aerosols - Paper 6.8.  Preprints, 11th Joint Conference on the Applications of Air 
Pollution Meteorology with the A&WMA, American Meteorological Society, Boston, MA.    

Schulman, L. L., D. G. Strimaitis, and J. S. Scire, 2000, Development and evaluation of the PRIME 
plume rise and building downwash model.  J. Air Waste Manage. Assoc., 50, 378–390. 



18 Air Quality Modeling – Vol. IV 

Scire, J.S., D.G. Strimaitis, and R.J. Yamartino, 2000, A User’s Guide for the CALPUFF Dispersion 
Model (Version 5) available through http://www.epa.gov/scram001 . 
 
Shir, C.C. and L.J. Shieh, 1974, A generalized urban air pollution model and its application to the 
study of SO2-distribution in the St. Louis Metropolitan area, J. Appl. Met. 19, 185-204. 
 
Sklarew, R.C. et al., 1971, A particle-in-cell method for numerical solution of the atmospheric 
diffusion equation and application to air pollution problems; Systems, Science and Software.  Ca-Reg 
35R-844, Vol I. 
 
Smith, F.B., 1957, The diffusion of smoke from a continuous elevated point source into a turbulent 
atmosphere.  J.Fluid Mech,. 2:49. 
 
Stewart, N.G. et al., 1958, The atmospheric diffusion of gases discharged from the chimney of the 
Harwell Pile.  Int J.Air Poll. 1:87. 
 
Sutton, O.G., 1932, A theory of eddy diffusion in the atmosphere.  Proc. Roy. Soc. A, 135:143. 
 
Sykes, R.I., S.F. Parker, D.S. Henn, C.P. Cerasoli and L.P. Santos, 1998, PC-SCIPUFF Version 1.2.  
PD Technical Documentation.  ARAP Report No. 718.  Titan Corporation, Titan Research & 
Technology Division, ARAP Group, Princeton, NJ. 
 
Taylor, G.I., 1915, Eddy motion in the atmosphere.  Phil. Transactions of the Royal Soc. of London.  
Series A, 215:1. 
 
Taylor, G.I., 1921, Diffusion by continuous movements.  Proc. London Math. Soc., 20:196. 
 
Thomas, M.D., et al., 1949, Dispersion of gases from tall stacks.  Ind. and En. Chemistry, 41:2409. 
 
Turner, D.B., 1964, A diffusion model for an urban area.  J.Appl. Met. 3:83. 
 
Turner, D.B., 1969, Workbook of Atmospheric Dispersion Estimates.  PHS Publication No. 999 
AP-26.  U.S. Department of Health, Education, and Welfare, Public Health Service, Cincinnati, 
OH  (NTIS No. PB-191482).  

Turner, D. B., T. Chico, and J. Catalano, 1986, TUPOS—A multiple source Gaussian dispersion 
algorithm using on-site turbulence data.  U.S. Environmental Protection Agency Rep. EPA/600/8-
86/010, 39 pp. 
 
U.S. Environmental Protection Agency, 1995a, User instructions.  Vol. 1, User’s Guide for the 
Industrial Source Complex (ISC3) Dispersion Models (revised), Environmental Protection Agency 
Rep. EPA-454/b-95-003a, 390 pp. 
 
U. S. Environmental Protection Agency 1995b, User’s guide for the Industrial Source Complex 
(ISC3) dispersion models.  Volume II: Description of model algorithms.  EPA-454/B-95-003b, 120 
pp. [NTIS PB95-222758.] 
 
U. S. Environmental Protection Agency, 2000, Meteorological Monitoring Guidance for Regulatory 
Modeling Applications (MMGRMA).  EPA-454/R-99-005. 
 
van Ulden, A. P., and A. A. M. Holtslag, 1985, Estimation of atmospheric boundary layer parameters 
for diffusion applications.  J. Climate Appl. Meteor., 24, 1196–1207. 
 
Venkatram, A., 1978, Estimating the convective velocity scale for diffusion applications.  Bound.-
Layer Meteor., 15, 447–452. 
 

http://www.epa.gov/scram001


1   The Problem – Air Pollution  19 

Venkatram, A., 1980, Estimating the Monin-Obukhov length in the stable boundary layer for 
dispersion calculations.  Bound.-Layer Meteor., 19, 481–485. 
 
Venkatram, A. 1988, Dispersion in the stable boundary layer.  Lectures on Air Pollution Modeling, A. 
Venkatram and J. C. Wyngaard, Eds., Amer. Meteor. Soc., 229–265. 
 
Venkatram, A., 1992, Vertical dispersion of ground-level releases in the surface boundary layer.  
Atmos. Environ., 26A, 947–949. 
 
Venkatram, A., and J. C. Wyngaard, Eds., 1988, Lectures on Air Pollution Modeling.  Amer. Meteor. 
Soc., 390 pp. 
 
Venkatram, A., D. G. Strimaitis, and D. Dicristofaro, 1984, A semiemperical model to estimate 
vertical dispersion of elevated releases in the stable boundary layer.  Atmos. Environ., 18, 923–928. 
 
Warneck, P., 1988, Chemistry of the natural atmosphere, Int.Geoph.Series, 41, Academic Press. 
 
Weil, J.C., 1985, Updating applied diffusion models.  J. Clim. and App. Meteor., 24(11), 1111-
1130. 
 
Weil, J. C., 1985, Updating applied diffusion models.  J. Clim. and App. Meteor., 24, 1111–1130. 
 
Weil, J.C., 1988a, Dispersion in the convective boundary layer.  Lectures on Air Pollution Modeling, 
A. Venkatram and J. C. Wyngaard, Eds., Amer. Meteor. Soc., 167–227. 
 
Weil, J.C., 1988b, Plume rise.  Lectures in Air Pollution Modeling, A. Venkatram and J. C. 
Wyngaard, Eds., Amer. Meteor. Soc., 119–162. 
 
Weil, J. C., 1992, Updating the ISC model through AERMIC.  Preprints, 85th Annual Meeting of 
Air and Waste Management Association, Air and Waste Management Association, Pittsburgh, PA.  

Weil, J.C., and R. P. Brower, 1984, An updated gaussian plume model for tall stacks.  J. Air Pollut. 
Control Assoc., 34, 818–827. 
 
Willis, G. E., and J. W. Deardorff, 1981, A laboratory study of dispersion in the middle of the 
convectively mixed layer.  Atmos. Environ., 15, 109–117. 
 
Willis and Deardorff, 1978, A laboratory study of dispersion from elevated source within a modeled 
convection mixed layer, Atmos. Environ. 12, 1305-1311. 
 
Wyngaard, J. C., 1988, Structure of the PBL.  Lectures on Air Pollution Modeling, A. Venkatram and 
J. C. Wyngaard, Eds., Amer. Meteor. Soc., 9–57. 
 
Zimmermann, P.H., 1988, Moguntia: a handy global tracer model, 17th ITM. 593, Cambridge. 
 




