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A B S T R A C T

Decision making in the field of air quality and greenhouses gases reductions can nowadays be supported
by a clear overall framework and by computer tools that integrate the most relevant aspects of the
problem. This approach is particularly important at local scale since new general rules on emission
abatement at European level can only marginally modify the most critical hotspots and may be very
costly. This paper adapts the general Drivers, Pressures, State, Impacts, Responses (DPSIR) scheme
proposed by the European Environment Agency to the specific case of local air quality policies and shows
how the most recent scientific developments in impact evaluation and social acceptance can be
integrated. The proposed decision framework represents a general methodology to design Integrated
Assessment Modelling (IAM) systems aimed at the implementation of effective Air Quality Plans (AQP).
An extensive survey across European countries shows the current degree of adoption of these
approaches.
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1. Introduction

Recent studies on compliance with the Ambient Air Quality
Directive 2008/50/EC (EU, 2008) suggest that, despite a general
improvement expected for the next decade, some urban areas and
some regions will still struggle with severe air quality (AQ)
problems and related health effects in the next two decades (e.g.
Amann, 2014; EC, 2013). These areas are often characterized by
specific environmental and anthropogenic factors and will require
ad hoc additional local actions to complement medium and long
term national and EU-wide strategies to reach EU air quality
objectives. At the same time, these urban areas are among the
territories where most energy is consumed and most greenhouse
gases (GHGs) are emitted. Recent reports on the review of the
Thematic Strategy on Air Pollution (Amann, 2013; Kieswetter et al.,
2013) show the evolution trend of compliance from the base year
2010–2025 (assuming current legislation only), the improvement
for the optimised A5 so-called ‘Central Policy Scenario’ by 2025 and
the further compliance achieved in 2030, by implementing all
technical measures (Maximum Technically Feasible Reductions,
MTFR). The assessment of compliance of the daily PM10
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exceedances limit value with respect to the current Ambient Air
Quality Directive is shown in Fig. 1.

Some important observations can be derived from these
figures:

(i) Comparing the 2010 map with the 2025 Current Legislation
(CLE) case, it clearly appears the move away from a general
picture of non-compliance (2010) to few limited remaining
areas of non-compliance. European wide measures (already
mandated) will determine a significant improvement in
compliance especially in the EU-15 Member States. What is
also clear by comparing the 2025 CLE with the 2025 A5 is the
limited potential of further EU-wide measures to improve
compliance; this is further underlined by comparing the 2025
A5 scenario with the 2030 MTFR scenario.

(ii) Introducing tougher European-wide measures to address
residual non-compliance confined to 10% of the urban zones in
Europe (the extent of NO2 non-compliance according to IIASA
in the 2025 CLE scenario) would likely be significantly more
costly than directly addressing the non-compliance areas with
specifically designed measures based on bottom-up Integrat-
ed Assessment (IA) using regional/local data. This has
significant implications for the role of regional/local ‘bot-
tom-up’ approaches to develop effective and efficient Air
Quality Management Plans.
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Fig. 1. PM10 compliance assessment via GAINS 2013 (Source: Amann, 2014).
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(iii) In this regard, regional IA tools such as RIAT (Carnevale et al.,
2012), LEAQ (Zachary et al., 2011), etc. with their ability to
identify cost-optimised local strategies are already available to
quantify the cost-effective split between further European
wide measures and regional/local measures. They will
inevitably find wider application and play an increasing role
in these emerging ‘discrete islands of non-compliance’.

(iv) A further observation comes from comparing the 2025 CLE
case with the 2025 A5 scenario. A5 is a highly ambitious
scenario (delivering 75% of the further health benefits of MTFR
for the EU as a whole). At this high level, a number of Member
States are already forced to deploy all available pollution
abatement measures (i.e. MTFR). Yet, from an AQ compliance
perspective, this does not substantially change the picture
from 2025 CLE. This points again to the key role of local
targeted technical and non-technical measures in order to
achieve compliance. As already noted, such measures (low
emission zones, special fuels for captive fleets, captive fleet
retrofitting etc.) can only be appropriately designed using
‘bottom-up’ tools.

These observations motivate the growing interest in IA models
and tools for local and regional scale.

Indeed, since the preparatory work of the 2008 EU Air Quality
Directive (AQD), new emphasis has been placed on the use of
numerical models to evaluate and forecast air quality conditions
(e.g. Marécal et al., 2015; Cuvelier et al., 2007; Monteiro et al., 2007;
Vautard et al., 2007). Many different models have thus been
developed at European, regional and local scales and are already in
use. They cover different aspects of air quality control, like
emission estimates, short-term air pollution forecast, measure-
ment network assessment and the simulation of the effects of
alternative emission reduction scenarios. They often use different
databases and assumptions so that it is sometimes difficult to
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compare and integrate their results. The AQD requires that
Member States design comprehensive air quality plans for areas
which do not comply with limit values and that they assess
possible emission reduction measures to improve concentration
levels (Kiesewetter et al., 2015; Vlachokostas et al., 2011) taking
into account also the National Emission Ceiling Directive (NECD)
(Coll et al., 2009). The necessary emission reductions need to be
distributed in a cost effective way throughout the territory and the
different sectors of activity (e.g. transport, industry, energy,
agriculture) (e.g. Carnevale et al., 2014 for a European case; Fann
et al., 2013; for a U.S. study). This has boosted the development of
integrated models where air quality and carbon emissions are
evaluated in conjunction with the costs of implementing emission
abatement measures as well as external costs related to human
health (e.g. Lefebvre et al., 2013; Carnevale et al., 2012).

Finally, the development and the successful application of such
integrated models rely more and more on considerations about the
development of local energy production and use, to which both the
emissions of traditional air pollutants and of GHGs are strongly
related. Bollen and Brink (2014) have recently demonstrated that
the achievement of EU air pollution targets for the year 2020 will
depend on classical end-of-pipe measures for at most two thirds.
Thus, at least one additional third of the required emission
reduction should come from changes in the use of energy through
efficiency improvements, fuel switching and other structural and
behavioural changes, and in the longer term, if 2050 goals for GHGs
are to be achieved, even more fundamental changes will be
required.

The latest generation of integrated air quality models comprises
an evaluation of GHG emissions, even if more detailed feedbacks
between aerosols and climatic effects and possible joint reduction
strategies are not yet fully considered. As shown by Shindell et al.
(2012), the emissions reductions of short lived climate pollutants
such as methane and black carbon would have important “win-
win” benefits for near-term climate, human health and agriculture.

In the following, we will show how these recent advances in
integrated assessment modelling (IAM) can be seen as part of a
general decision making approach to environmental problems and
we will concentrate on the structures and functionalities needed
for policy formulation. Section 3 will illustrate how such decisions
can nowadays be supported by accessible tools embedding current
scientific findings in air quality evaluation, while Section 4 will
present a method to classify the degree of detail used by current
IAM studies, and will adopt such a classification to analyse an
extensive survey throughout EU member states.

2. The framework structure

The need to provide both a methodological support for the
implementation of AQPs at regional/local scale, and a systematic
framework for the analysis and evaluation of current European
plans and projects, requires to define the IAM as a holistic scheme
(Laniak et al., 2013), that should:

� Be structured in a modular way, with data flows connecting each
framework building block;

� Be interconnected to higher decision levels (i.e. national and
European scales);

� Consider the approaches available to evaluate IAM variability
(taking into account both the concept of “uncertainty”, that is
related to “variables/model results” that can be compared with
real data, and the concept of “indefiniteness”, related to the
impacts of future policy decisions)

� Be sufficiently general to include the current experiences/
approaches, and,
� Show, for each module of the framework, different “levels of
implementation detail”.

The last two points are quite important. The idea is that one
should be able to grasp in which “direction” to move to improve the
quality of his own IAM implementation. This should translate into
the possibility to assess the pros and cons for enhancing the level of
detail of the description of each block in a given IAM implementa-
tion, and thus compare possible improvement with the related
effort. The final idea is to be able to classify existing European plans
and projects, with the aim not to provide an assessment value of
the plans themselves, but to show possible “directions” of
improvement, for each building block of each plan.

The APPRAISAL project (www.appraisal-fp7.eu) proposes to
map the key elements of an IAM approach in the general DPSIR
scheme adopted by the European Environment Agency (EEA,
1999). This choice represents a link between the scientific
knowledge and methods and the need of decision makers to
report to EEA the air quality state and the plans they are going to
implement.

The DPSIR analytical concept (Fig. 2) is the causal framework for
describing the interactions between society and environment. As
underlined by Hamilton et al. (2015), this is only a portion, even if
possibly the most relevant, of the overall IA approach. An initial
scoping phase, and a final one of outcome communication are also
important and may critically impact the results of a study. The
building blocks of the DPSIR scheme are:

- DRIVERS,
- PRESSURES,
- STATE,
- IMPACTS,
- RESPONSES,

and represent an extension of the PSR model originally
developed by the Organisation for Economic Co-operation and
Development (OECD) (definitions from EEA glossary, available at
http://glossary.eea.europa.eu).

The DPSIR scheme helps “to structure thinking about the
interplay between the environment and socioeconomic activities”,
and “support in designing assessments, identifying indicators, and
communicating results” (EEA, 1999). It does not focus on a specific
modelling approach, that must be selected looking at the specific
features of the assessment being performed (Kelly et al., 2013).
Conversely, EEA proposed a set of indicators, that helps to reduce
efforts for collecting data and information by focusing on a few
elements, and to make data comparable between institutions and
countries.

In particular, addressing air quality problems, the meaning of
each block may be specified as follows (quotes are again from EEA
glossary):

- DRIVERS: this block describes the “actions resulting from or
influenced by human/natural activities or interventions” mainly
intended to meet the social and individual needs. Here we refer
to variables (often called “activity levels”) describing, for
instance, traffic, industries, residential heating and food
production. Natural phenomena like a changing solar radiation
or the diffusion of volcanic dust may also be thought as part of
this block.

- PRESSURES (Emissions): this block describes the “discharge of
pollutants into the atmosphere from stationary sources such as
smokestacks, and from surface areas of commercial or industrial
facilities and mobile sources, for example, motor vehicles,
locomotives and aircrafts.” PRESSURES depend on DRIVERS, and

http://www.appraisal-fp7.eu
http://glossary.eea.europa.eu


Fig. 2. A view of the links and structures of the blocks in the DPSIR scheme.

6 G. Guariso et al. / Environmental Science & Policy 65 (2016) 3–12
are computed as function of the activity levels and the quantity
of pollutant emitted per activity unit.

- STATE (Air quality): this block describes the “condition of
different environmental compartments and systems“. Here, we
refer to STATE as the concentrations of air pollutants resulting
from the PRESSURES defined in the previous block. In IAM
implementations, STATE can sometimes be directly measured,
but more often it is computed using some kind of air quality
model.

- IMPACTS: this block describes “any alteration of environmental
conditions or creation of a new set of environmental conditions,
adverse or beneficial, caused or induced by an action or set of
actions under consideration”. In the proposed framework, we
refer to IMPACTS on human health, vegetation, ecosystem,
derived by a modification of the STATE. Again the calculation of
the IMPACTS may be based on some measure, but normally
requires a set of models.

There is however a substantial difference among the blocks
composing the scheme. Besides the RESPONSES block related to
decisions aimed at improving air quality and decreasing the carbon
footprint, the DRIVERS and STATE blocks (as suggested by the last
name) represent dynamical systems, even if evolving at quite
different speed. The DRIVERS block represents the (slow) evolution
of the society and of the economic system under new regulations,
high level agreements, citizens involvement and learning (ud tð Þ) as
well as external conditions like climate changes or fossil fuel prices
vd tð Þð Þ. The STATE block represents instead the evolution of the
atmospheric system influenced by anthropogenic emissions E tð Þð Þ
and by natural factors such as meteorology or natural emissions.
The PRESSURES and IMPACTS blocks, on the contrary, are non-
dynamical. They are simply a transformation of their inputs,
activities A tð Þð Þ and concentrations x tð Þð Þ, respectively) into
outputs that can be subsequently used further down the scheme.
Indeed, the emissions are simply a product of the activities by their
respective emission factors, while the overall impacts are
described by static functions of the concentration (e.g. a dose-
response function for the impact on human health). This does not
mean that decisions cannot influence them. Decisions on the
adoption of certain (cleaner) technologies can in fact modify the
emission factor of a given activity up tð Þ� �
, with the effect of

reducing the PRESSURES without modifying the DRIVERS. In quite
the same way, all decision aimed at modifying, for instance, the
exposition of the human population to bad air quality, may modify
the IMPACTS without changing the STATE ui tð Þð Þ. All decisions
improving the adaptation to climate changes or the resilience to
extreme events are also in this category.

Given these characteristics of the DPSIR blocks, one can
immediately realize that decisions (RESPONSES) aimed at
modifying the drivers require a long time before having some
measurable effects, while decisions on PRESSURES, STATE, and
IMPACTS may be considered also in a short or medium-term
perspective. At the same time, if one decides to concentrate on
rapid deployment, activities (i.e. the output of the DRIVERS block)
can be mostly considered as fixed, while the possibility of direct
intervention us tð Þð Þ on the concentration (e.g. absorbing paintings
or coatings) are extremely limited. This explains why most of the
recent scientific literature and most actual air quality and low
carbon plans are devoted to the implementation of technical
measures (pressures changes) in the hope to devise actions that
may provide perceivable reductions of the impacts in the short run
(few years).

2.1. Modelling the policy response

The RESPONSES block deserves a deeper analysis since it
represents the core of the decision process, that is to say the set of
techniques/approaches used to take decisions on activity changes,
on emission reduction measures, on direct concentration reduc-
tions, or on impact attenuation.

First, one has to clarify the type and limits of the possible
actions. These include all the measures that can be applied by the
regional/local Authority on a specific territory. They can be
constituted by:

Efficiency measures ud tð Þð Þ, (often called “non-technical
measures”) that change activity (DRIVERS) levels, (e.g. acting on
people's behaviour, impose changes of buildings to improve
efficiency, moving goods transport to rail, etc . . . ). Also localiza-
tion decisions (e.g. moving activities to different areas) can be
considered part of these efficiency measures.
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End-of-pipe measures up tð Þ� �
applied to reduce emissions at

the “pipe” of an emitting activity, i.e. modifying the PRESSURES
values without changing the correspondent activity. Such meas-
ures include also primary and/or fugitive pollutants control
measures.

Direct pollution reduction measures us tð Þð Þ. These act directly
on STATE to reduce the pollution already in the environment.
Planting some species of PM absorbing trees in urban environ-
ments or using coatings photocatalytically decomposing nitrogen
oxides belong to these types of measures.

Mitigation and compensation measures (ui(t)) aimed at
reducing the IMPACTS (e.g. air pollution warning systems) without
changing the pollution concentration.

It must be noted that all these measures that can be taken by a
governing agency may be implemented in a geographical area (a
“policy domain” normally defined by some administrative
boundary) quite different from the physical domain determining
the environmental conditions (e.g. decisions taken by a regional
authority on a portion of an air basin).

As stated in UNECE (2002), it is important that any decision
approach focuses on robust strategies, that is to say on “policies
that do not significantly change due to changes in the uncertain
model elements”. This issue is linked to the need of defining a set of
indexes and a methodology to measure the sensitivity of the
decision problem solutions. It is in fact worth underlining that,
while for air quality models the sensitivity can be measured by
referring in one way or the other to field data (Thunis et al., 2012),
for IAMs this is not possible, since an absolute “optimal” policy is
not known and most of the times does not even exist. The
traditional concept of model accuracy must thus be replaced by
notions such as risk of a certain decision or regret of choosing one
policy instead of another.

Two other relevant characteristics of the RESPONSES block
require a further discussion. The first is the information on the
basis of which decisions are taken. Though certainly such decisions
are motivated by the perception of some negative impacts, from
the implementation viewpoint the relevant information can be
derived by any of the other blocks. A regional agency may decide to
act simply on the base of high measured traffic (and this produces
emission that determine high concentrations with detrimental
impacts, even if not directly measured); or based on too high
monitored (or calculated) emissions from industrial plants; or
based on the fact that measured concentrations exceed a safety
threshold; or, finally, based on the increasing number of hospital
admissions for respiratory problems. Each of these pieces of
information has a different cost to be measured and may be
interpreted in a specific way in determining the consequent
actions. It is also obvious, that all these (and other) items could be
measured at the same time (with a higher cost), and reach together
the decision-maker, but the efficient exploitation of such
information would require a (possibly very complex) system to
process them.

Sometimes the information requirements of air quality plans
are left undetermined, assuming that the required information will
be available and could be effectively processed at (almost) no cost.
This is definitely not the case in practice and, if EU has standardized
and made mandatory some reporting about air quality state, there
is no codified way of e.g. computing emissions, so that complete
inventories are missing in some areas and are almost always
incompatible across different regions and times.

The other relevant feature of the RESPONSES block is that it
requires a formal definition of the objectives, that a Decision Maker
would like to improve/optimize. “Improving air quality” cannot in
fact be considered an objective from a formal point of view. A
precise (quantitative, mathematical) representation of such
objectives is needed. The EEA suggests a number of indicators
that can be easily applied to a single measuring station (e.g.
number of days in a year in which the daily average PM10
concentration exceeds a given threshold), but how these indicators
can be extended to a region is still a matter of debate. For instance,
one may tend to give more importance to areas where people leave
with respect to open country. And most decision maker would say
they are more interested in how much a certain action may cost to
the society and what would be its (monetary) outcome,
particularly because they have a limited budget (or they assume
a limited burden can be borne by their community) but many
conflicting objectives (e.g. related to various pollutants) to
improve.

A common approach is thus to summarize all (or at least the
most important) concerns into one Air Quality Index (AQI),
formally defined, to be optimized. For instance, the original
decision-maker’s problem could be translated into reaching a
given level of an AQI at minimum cost, or to use a predefined
budget to minimize an AQI.

2.2. The definition of the policy constraints

Regional and local authorities are also constrained by “higher
levels” decisions, i.e. coming from national or EU scale. In practical
terms, this means that regional scale policies need to consider the
national/EU Current Legislation as a starting point for their choices
in the effort to “go beyond CLE”. This issue has to be considered for
both Air Quality and Climate Change fields. In both cases, in fact,
there are a lot of agreement/protocols that are in force, and that
represent a minimum requirement for the regional actions. Other
constraints are obviously due to budget availability and to the type
of technologies or actions that can be implemented on the specific
territory.

Altogether the number of alternative decisions to compose an
air quality plan is extremely high and thus their selection can be
supported by different approaches. It is interesting to note that,
from the technical point of view, the overall problem can be solved
only within an integrated assessment approach, namely by
explicitly taking into account the (industrial and external) costs
of the foreseen measures. Emissions are in fact always computed as
the product of two factors: a measure of the activity level
(DRIVERS) times an emission factor, i.e. the amount of pollutant
emitted per unit activity. The activity level may be measured for
instance, by the energy used in a certain industry or by the
kilometres travelled by a certain car. The emission factor (e.g.
grams of NOx emitted per kilometre) may or may not take into
account the presence of specific end-of-pipe technologies to
reduce the emission (unabated or abated emission factor).
Whatever the case, there are infinite combinations of activity
levels and abatement technologies that give the same result in
term of emission.

The costs of reducing a certain activity and those of adopting a
certain technology are thus a first way to distinguish between
different measures. However, in many cases, they are not sufficient
to disentangle the ambiguity and another important criterion that
can be applied in selecting a given measure is to assess to what
extent it can be accepted by lay-citizens. Acceptability, defined as
the way in which potential users will react and act if a certain
measure is implemented (Vlassenroot et al., 2010), is a key element
that can guarantee the success of a policy. So far, the fields in which
the acceptability of policy instruments has been more extensively
explored are the transport sector, where road pricing schemes has
been assessed (Di Ciommo et al., 2013), and the energy sector,
where the introduction of pollution-free power generation
systems was evaluated (Soerensen et al., 2003).
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Acceptability is crucial especially in the case of air quality
policies, where behavioural-based measures are likely to play an
increasingly important role. The SEFIRA FP7 project (www.sefira-
project.eu), on the socio economic implication of individual
responses to air pollution policies in EU, is, among others, aimed
at assessing the acceptability of a set of air quality measures
implying behavioural changes. To this purpose, it evaluated the
potentiality of Discrete Choice Models (DCMs), a statistical
techniques already used to model the way people choose between
a set of alternatives (Bristow et al., 2010; Marcucci et al., 2012;
Zhang et al., 2011). DCMs help researchers in analysing and
predicting how choices are influenced by personal characteristics
and by available alternatives. The alternatives could be referred to
different products, services, policies etc. Each alternative is
described by a set of specific features, called attributes, which in
turn are described by attributes-levels (Ben-Akiva and Lerman,
1985). So far, DCMs have never been applied in the field of air
quality policies. In this case, by determining individuals’ trade-offs
between the various attributes-levels, the decision maker can elicit
individual preferences for potential new policies, and assess their
ex ante acceptability. In SEFIRA, an unlabelled alternative approach
has been chosen, including in the choice experiments the
description of a generic air quality policy with reference to the
specific sectors of transport and food habits, being vehicular traffic
and the agro-food sector among the main drivers of air quality
degradation. Over a traditional questionnaire approach, DCMs
present the advantages of stressing the trade-offs among different
choice alternatives. In this way, the impacts of regional policies on
local socio-economical systems is assessed as well as to what
extent such impact is accepted by individuals. In addition, socio-
economic data of respondents can be used to perform a
segmentation analysis and to highlight differences in the air
quality acceptability across the various countries and according to
the socio-economic structure of the population. In this way,
different environmental measures having the same impacts can be
implemented according to an acceptability ranking and the DCMs
outputs can be used to build decision support systems (Hensher
et al., 2005). Examples of smart user-friendly tools created with
Excel software are reported by Valeri (2013).

2.3. Integrating atmospheric science into the decision process

The design of policies for effectively reducing the impacts of
degraded air quality on human health and ecosystems requires to
be based on robust scientific findings, distilled in clear and incisive
Fig. 3. The procedure of surroga
messages in which the uncertainty must be quantified so that the
levels of confidence of further policy actions can be assessed. For
this purpose, in the past few years the European research
community has been involved in a thoughtful and comprehensive
exercise of revision of the most recent literature on air quality and
climate with a view to provide support to the European air quality
policy making process (Maione and Fuzzi, 2013). In this process a
leading role was taken by the EU FP7 coordination and support
action ACCENT-Plus (Atmospheric Composition Change: the
European Network. Policy Support and Science, www.accent-
network.org), whose goal was answering the overarching question
on how can Europe control the composition of its atmosphere
under a changing climate. The messages provided by the science
community, though not policy prescriptive by nature, are broad
and consider effects on human health, ecosystems and climate. An
emphasis has been given to the need of integrating air quality and
climate issues, an integration that so far has not been fully adopted
in the policy context. Ozone (Monks et al., 2015), particulate matter
(Fuzzi et al., 2015) and the nitrogen cycle (Fowler et al., 2015) have
been identified as the main topic of interest in this context, notably
being involved in both air quality and climate.

To allow the integration of all these items in a usable and handy
system, one of the key aspects of modern IAMs is that they allow
the utilization of the results of a complex chemical and transport
pollution model (CTM) in a fast and simple way. The idea has
evolved from the earlier approach developed for the RAINS
(Schöpp et al., 1998) to the more modern one like RIAT+ (Carnevale
et al., 2012). It is based on the substitution of the CTM with a
simplified surrogate model that can reasonably replicate CTM
results under limited spatial and temporal circumstances.

More in detail, this approach is represented in Fig. 3, and
requires, on the one side, the definition of a simple, but flexible
mathematical structure for the surrogate model; on the other, a
small number of runs of the complete model that may represent
the consequences of the actions one is willing to test on a specific
geographic domain.

Using the results of these runs and computing some suitable
indicators of the local air quality (AQI), one can calibrate the
parameters of the surrogate model in such a way that it
approximates the known CTM results.

This procedure allows to effectively embed into the decision
process (an approximation of) the most accurate and up-to-date air
quality modelling tools even if they are difficult to handle and
heavily time-consuming.
te model definition and use.

http://www.sefira-project.eu
http://www.sefira-project.eu
http://www.accent-network.org
http://www.accent-network.org
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Additionally, modern software packages implementing this
approach, can support the decision makers by offering a full set of
views on the problem, starting from suggested emissions in each
domain cell, to allocation of cost to different measures and sector,
to the external costs due to impacts on the population health and
on ecosystems. This significantly changes the standard approach to
decision support: till few years ago, to define an air quality plan, an
environmental agency had to devise very few reasonable scenarios
and test them with a considerable time and budget effort. If the
tested scenarios were, for some reason, not satisfactory, they had to
go on with additional tests in search of an acceptable solution,
without being able to answer questions like “how much do we
have to invest to reach a given quality standard?” or “In which
sector will our investments be more effective”? Now, the whole
optimization problem can be implemented and solved on a
standard pc in a limited time and so we can definitely say that the
level of support provided to the decision maker by these systems
has had a definite step forward. Indeed, despite execution speed
and interactivity has been recognised since long ago as a key
enabling feature of IAMs (van der Sluijs, 2002), only recently the
increased computer power, on one side, and the availability of
surrogate models, on the other, have made this possible. Applying
for instance the RIAT+ package to draw the Pareto curve showing
the efficient trade-offs between abatement costs and some
aggregated air quality indicator over a region (Carnevale et al.,
2014) takes few minutes on a standard pc. This means one can
immediately get an idea of the optimal degree of adoption of
different measures, of the geographical distribution of costs,
impacts, and emissions corresponding to each assumed level of air
quality. This, on the other side, means that the majority of time and
effort goes into the activities on the left side of Fig. 3, i.e. the
collection of local data and the development of correspondent
surrogate models.

3. Classifying the AQ plans in Europe

To understand the level of detail with which the components of
the DPSIR scheme are dealt with in the current European practice,
the EU APPRAISAL project collected information on the different
methodologies used by the European Member States to define
emission abatement policy options and measures (Thunis et al.,
2016). To collect these information in a common format, the
analysis of the current practices was broken down into five topics
which determined the structure of an on-line database: (i)
synergies among national, regional and local approaches, including
emission abatement policies; (ii) air quality assessment, including
modelling and measurements; (iii) health impact assessment
approaches; (iv) source apportionment; and (v) uncertainty and
robustness, including Quality Assurance/Quality Control. Air
quality experts and regional/local environmental agencies were
invited to fill on-line the corresponding questionnaire, detailing
the methodologies they use to build their AQP or research project.
At the moment 59 questionnaires were completed, accurately
checked and finally stored in the database. In particular, almost 60%
were AQPs, 30% were research projects and 10% were other studies.
Almost 60% concern the selection of abatement measures, more
than 20% concern the assessment of air quality state and only 8%
deal with health assessment. About the number of questionnaire
completed in each country: only Germany exceeds 10, 9 ques-
tionnaires are from Portugal and UK, 8 for Belgium and all the other
countries are below this value.

The questionnaire responses have been classified trying to
evaluate the level of detail at which each block of the DPSIR scheme
has been treated. Though this classification is qualitative and
partially subjective, it may serve a double purpose: within each
plan, it highlights where more work has been invested and where,
on the contrary, less attention was given; in comparison with other
plans, it may indicate how a certain aspect has been dealt with in
similar cases.

Dealing with an aspect with a higher level of detail does not
necessarily mean that the plan is more accurate or efficient in that
field. Though the two things are hopefully correlated, there may be
cases in which a more detailed approach was not supported by
corresponding data or was not balanced with the corresponding
costs or benefits. A further analysis would thus be necessary in the
future to understand and estimate the actual outcome of the plans
and not just how they approached the problem.

We may classify the definitions of the RESPONSES by three
levels of detail:

1. Expert judgment and Scenario analysis: In this case the selection
of measures to be adopted is based on expert opinion, with/
without modelling support to test the consequences of a
predefined emission reduction scenario. In this context, the
costs of the emission reduction actions can be evaluated as an
output of the procedure (even if in many cases they are not
considered).

2. Source Apportionment and Scenario analysis: In this case, the
most significant sources of emissions are derived through a
formal approach; this then allows to select the measures that
should be applied. Again, emission reduction costs, if any, are
usually evaluated as a model output.

3. Optimization: In this case the whole decision framework is
described through a mathematical approach (Carslon, 2004),
and costs are usually taken into account. Different approaches
(both in discrete and continuous setting) are available, as:

� Cost-benefit analysis. All costs (from emission reduction
technologies to efficiency measures) and benefits (improve-
ments of health or environmental quality conditions) associated
to an emission scenario are evaluated in monetary terms and an
algorithm searches for solutions that maximize the difference
between benefits and costs among different scenarios.

� Cost-effectiveness analysis. Due to the fact that quantifying
benefits of nonmaterial issues is strongly affected by subjective
evaluations, the cost-effectiveness approach is used to search for
the best solutions considering non-monetizable issues (typically,
health related matters) as constraints of a mathematical
problem, the objective of which is simply the sum of (relevant)
costs (Amann, 2011).

� Multi-objective analysis. It selects the efficient solutions,
considering all the objectives of the problem explicitly in a
vector objective function (e.g, one AQI and costs), thus
determining the trade-offs and the possible conflicts among
them (Guariso et al., 2004; Pisoni et al., 2009).

Following a similar definition, also the other blocks of the DPSIR
scheme can be examined and classified according to the detail used
for their description (see Table 1).

The analysis of individual AQPs has been summarized using
radar charts. This chart graphically represents the level of detail for
each of the DPSIR blocks based on the answers to the question-
naire. For each of the five blocks, five levels of detail have been
defined: N/A—impossible to assign level based on input from
questionnaire (the topic is not even mentioned), Level 0—the block
is considered in the AQP, but not investigated, Level 1—low level of
detail in the implementation, Level 2—medium level of detail, and
Level 3—high level of detail.

The radar chart in Fig. 4 represents the “average graph”
computed considering all the plans available in the database. Some
main observations can be derived. Most effort was put into
quantifying the DRIVERS and the STATE (concentration) in all the



Table 1
Different levels of detail for the different DPSIR blocks.

DPSIR
blocks

Levels of detail

Low Medium High

DRIVERS
and
PRESSURES

Activity levels and emissions are estimated for the
11 macro-sectors (SNAP1 classification) at a low
spatial resolution (e.g. national level), using by
default a top-down methodology. Due to the
limited detail in the sector contributions and
spatial resolution, this level does not allow for
detailed scenarios at a local scale.

Combination of bottom-up and top-down
methodology is used (SNAP2 or SNAP3
classification).
Emission factors and activity data representative
for the study area are used when available.

Emissions and activities are calculated with the
finest space and time resolution required for the
purpose of the IAM application, with a bottom-up
approach and finest level classification at least for
the significant emission sources for the area of
interest.
Emission factors and activity data have to
correspond to the specific activities (SNAP3
classifications) and fuels of the area under study.
The processes have to be detailed attributing the
most representative emissions. In case data are
lacking, a top-down approach can be used but
with the help of complementary data to take into
account regional specificities.

STATE The simplest way to characterize the AQ state is to
use measurements taken routinely or during a
measurement campaign and to interpolate them
to a grid with a geo-statistic interpolation method
to obtain a map of concentrations over the area of
interest. Such an assessment of STATE does not
require any input on emissions and activities. For
IAM application, the difficulty is therefore to link
these concentrations to emissions; that is, to
estimate the contribution from identified sources
to observed concentrations (source
apportionment).

It is based on a characterization of the AQ state
using one single deterministic model adapted to
the studied spatial scale. This model should be
validated over the studied area and should use
emission input data adapted to this scale.

The AQ state is characterized using a chain of AQ
and meteorological models, from large scale
(Europe for example) to regional (country or
regions) and urban/local scale (city) and street
scale. The use of a downscaling model chain allows
for taking into account the interactions between
the various scales, such as the transport of
pollutants at a large scale or interactions between
mesoscale wind flows and local dynamics.
An operational model validation with
observations is required.

IMPACTS
(Health)

It requires a coarse “exposure” estimate provided
either by measurement or modelling (e.g. average
mean annual exposure for a city), a dose-response
function or concentration-response function and a
simple population description. This results in a
single number to roughly indicate the ‘average’
exposure for the considered territory (for
example, a city or a country).

Similar to level 1, but with spatial detail in the
STATE description, such that the variation in space
of the AQ is taken into consideration.

It requires a detailed “exposure” estimate based on
detailed, temporal and spatial, concentration and
population information and allows deriving
health impact information taking into account
aspects such as distance to a road, spatial
distribution and vulnerable groups.

RESPONSES Expert judgment and Scenario analysis: the
selection of measures to be adopted is based on
expert opinion, with/without modelling support.

Source Apportionment and Scenario analysis: the
most relevant emission sources are derived
through a mathematical model, and measures to
applied to them are tested.

Optimization: the whole decision framework is
formalized as a mathematical model, including
some evaluation of abatement costs.
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studies that were considered. The degree of detail used to evaluate
emissions (PRESSURES) or to determine the consequent actions
(RESPONSES) has been generally lower. Indeed, only rarely, actual
plans and studies try to reach a quantification of the impacts on
human health and ecosystems. More than half of the activities
examined did not dealt with the quantification of impacts at all,
Fig. 4. “Average graph” computed considering all air quality plans available in the
APPRAISAL database.
while about one fourth did some estimation based on rough
national population data (level 1).

‘Scenario analysis’ was the most frequently used approach,
about twice as common as IAM approaches based on cost-benefit,
cost-effectiveness or on multi-objective (i.e. optimization), which
however are those mainly adopted by research projects. It is also
interesting to note that only about one third of the scenario
analyses were later completed with an estimation of the costs
involved.

4. Conclusions

Recent studies of compliance with the Ambient Air Quality
Directive (2008/50/EC) suggest that some urban areas and some
regions in Europe will still struggle with severe air quality
problems and related health effects for the years to come. This
has fostered the development of plans and projects to improve air
quality throughout EU member states. A relatively large sample of
these activities has been collected in the APPRAISAL online
database and analysed in the DPSIR framework adopted by the EEA.

The results show that in the majority of cases, regional and
cities authorities rely on the simplest decision scheme (scenario
approach, where possible abatement measures are selected by
experts), while research projects tend to use some more formal
approach. Only rarely anyway, some quantification of the external
costs is attempted.
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Despite, in most cases, there is insufficient experience to
understand how these issues have impacted the actual environ-
mental situations, a number of critical points requiring at least
some additional studies have emerged. Among them, the reduced
availability of standardized data and procedures, the low diffusion
of handy and fast decision support tools, and the difficulties in
understanding and communicating the embedded uncertainties
certainly play a major role.

Furthermore, it clearly emerged that a widespread application
of classical end-of-pipe measures, such as various types of filters
and catalysts, may provide only a moderate improvement to the air
quality in these areas and will not reduce their GHG emissions. It is
therefore essential to introduce different types of measures, which
improve energy efficiency and air quality at the same time. These
energy reduction measures cover a very wide spectrum, but often
imply a relevant shift in citizens’ behaviour as well as changes in
buildings and urban plans. Facilitating civil society towards such an
important structural evolution requires the involvement of a wide
range of actors, with the citizen as a key stakeholder. Acceptability
of structural and non-structural measures by involved people is
another key issue that has been formally dealt with only in specific
projects, like SEFIRA, but needs to become part of set of political
tools needed to adapt air quality planning to the (fast) evolution of
the current society.

The awareness of the complexity of this task has triggered the
development of the Transition Management concept (Loorbach,
2007). In order to influence the direction and speed of the
transition to a cleaner air/low carbon society in the best way,
decision makers can be supported by a systematic framework like
that presented in the paper that can be adapted to the specific
circumstances of different regions and cities and by a working set
of tools that helps at different stages of the transition.

Future projects will need to co-design both a general guidance
to Transition Management and an integrated toolbox suitable for
each city/region to provide the decision makers with a continuous
and progressive support in the conception, design, implementa-
tion and monitoring of Air Quality and Low Carbon policies.
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